NTHU MATH 2810, 2025 Solution to Homework 9

Solution Manual Homework 9
Email: didil0907@gmail.com (ZE&H#E) / hs113024515Qgapp.nthu.edu.tw (HFHE)

NTHU MATH 2810, Probability (Sep ~ Dec 2025) Term: Fall 2025
Instructor: Shao-Wei Cheng Date: December 7, 2025

Problem 6.14.

An ambulance travels back and forth at a constant speed along a road of length L. At a certain moment
of time, an accident occurs at a point uniformly distributed on the road. [That is, the distance of
the point from one of the fixed ends of the road is uniformly distributed over (0, L).] Assuming that
the ambulance’s location at the moment of the accident is also uniformly distributed, and assuming
independence of the variables, compute the distribution of the distance of the ambulance from the
accident.

Solution:
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TEARFNA © Area = (L —d)? ° é
RAESFEES L2 BMESHAEIRE » HMEER P
HEAREL

Accident Location (X)
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(9]0 ()
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Problem 6.27.
Let X; and Xs be independent and uniformly distributed on [0, 1]. Find the cumulative distribution
function of Z = X1 X, and P{Z > .5}.

Solution:
X1,X5 ~U0,1] BYGII > B#& PDF & f(z1,20) =12 BEB 0< 21,2, <1° % Z = X, X, » HEH
01

1. 3K Z B9 CDF Fz(z) = P(X1 X2 < 2) :

Integration Region for P(X{X; > z)

P(Z < Z) =1- P(X1X2 > Z) ° Z:%:_Eﬁ T1To > 2 Ep (1)
2o > z/wy o NGB > BAAREL 20 = 1 R 21 = 27 B ! ‘\
1 =1 zg=20° \
\\ X1Xp > Z
\
1 1 N
P(XlXQ > Z) = / / 1dxs dxq 53 \\
z/x1 g

1 P z 41, 2)
= 11— — d(L’l X1Xp £ Z
z I

=[x — zln(:rl)]i

=(1-2zIn(1)) — (2 — zIn(2)) .
=1—-2z+4zln(z) 0 2 1

AL: > CDF 2 :

Fz(z)=1-P(X1Xo>2)=1—-(1—z+zlnz)=2z—2nz, 0<z<1

L EE P(Z> 5):
E&ﬁ)&tﬁﬁr%ﬂ’ﬂfﬂ% AT (R P(Z > 2)=1—Fz(2)) -

P(Z > 0.5) =1— Fz(0.5)
=1—(0.5—-0.5In(0.5))
= 0.5+ 0.51n(0.5)
= 0.5(1 +In(1/2))
=0.5(1 — In2)

HEEL2A 0.5(1 — 0.693) ~ 0.1535 °
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Problem 6.30.
A manufacturing plant uses two machines in two stages. The service time (in minutes) of the first
machine is normally distributed with mean 1 and standard deviation .05. Independent of the first

machine, the service time of the second is normally distributed with mean .95 and standard deviation
.02. Find the probability that

(a) the first machine finishes the task faster than the second machine;

(b) the total service time for both machines is less than 2.1.

Solution:
T X AF—EHBIIRFERME > X ~ N(1,0.05%) c Y AF SRR > Y ~ N(0.95,0.022) »
Hep X By |iL o

(a) RE—BLFZERIEE BIR P(X <Y)H P(X-Y <0)°

LTW=X-Y B XY ZBIBERSH > HEMES W UEREBEEI > W ~ Nuw,0d) :
pw = E[X] — E[Y] =1 —-0.95 = 0.05

oty = Var(X) + (—=1)*Var(Y) = 0.05% + 0.02% = 0.0025 + 0.0004 = 0.0029

ow = V/0.0029 ~ 0.05385

X P(W <0):

W —pw _ 0005
ow v/0.0029

ERREREEDHR > (-0.93) ~0.1762 °

HW<®:P( >:Pw<—w%@mmmZ~N@n

(b) RAZARFFEFEI/NGS 2.1 UM > BISK P(X +Y < 2.1) ©
LV=X+Y> > HRX XY ABIEEDE > HRUAES vV HEREEBIH >V ~ Nuy,0d) :

py = E[X]+ E[Y] =1+0.95=1.95

0% = Var(X) 4 Var(Y) = 0.0029
oy = v0.0029 ~ 0.05385

K PV <21):
V—py 21-1.95 0.15
P(V<21)=P =Pz
(V<21) < v 00029:> ( < 005385)

= P(Z < 2.785),where Z ~ N(0,1)
BRREREDIR > $(2.785) ~ 0.9973 ©

madeby U U 0,000 OO



NTHU MATH 2810, 2025 Solution to Homework 9

Problem 6.42.
Choose a number X using a standard normal distribution. Choose a second number Y using a
truncated normal distribution on (—oo, X).

(a) Find the joint density function of X and Y.

(b) Deduce the marginal density function of Y.

(c) Confirm that the marginal density in (b) integrates to 1.

Solution:
BRI PDF % o(1) = L_c"/2; CDF % a(1) °

(a) X X,Y WS PDF f(z,y) °

X ~N(0,1) > B fx(z) = ¢(x) * H4RE X = 27 Y BEETE (—c0,2) WIZEERESH (B Y ~ N(0,1)
Y BB EEERT

EERAF Y BYERF > HARWE truncated normal distribution on (—oo, z)) °

H{%% PDF 4 .
(j)(y) if
_ 3@ HY<?®
fY|X(y’$) {0 otherwise
§t& PDF 4 :
Fla,y) = Fx (@) frix (o) = o) gig)) - ‘b(g)(ﬁgy), ey <o

(b) K Y BIEME PDF fy(y)°

) = [ stepas = [T 80 4o o) [T XD e = ) (o)

= 6(y) | Jim In(®(x)) ~ m(®(y))| = 6(») [0 ~ M(@(1))] = —6(y) In(@(y))

T—r00

(c) BRE [, fy(y)dy=1°

/ " () In(®(y)) dy

(e o]

Lu=0y) Mdu=0¢(y)dy°By— —o0’u—0;8By—>o0’u—1cBRES:

1

/_Z—ln(q)(y))qb(y)dy:/Ol—lnudu: —[ulnu—u]o = —{(1-0—1) —(0-0)] =1

madeby U U 0,000 OO



NTHU MATH 2810, 2025 Solution to Homework 9

Problem 6.43.

Let X and Y be, respectively, the smallest and the largest values of two uniformly distributed values
on (0,1). Find the conditional density function of Y given X =z, z € (0,1). Also, show that X and
Y are not independent.

Solution:
REMBBIIAIBEHEEE U, Uy ~ U(0,1) o X = min(Uy,Us) * Y = max(Uy, Us) e X B Y AlBEF#Ft
E (Order Statistics) » H n =2 199597 > HES PDF 4 :

f(as,y):n!HfU(ui):2!-1'1:2, 0<zr<y<l1
1. RY %% X = 2 BN&H PDF o
53R X WIEMR PDF :

9] 1
fx@) = [ fawdy= [ 2dy=20-2), 0<z<1

&4 PDF & :

x, 2 1
frix(ylz) = J;(X(xy)) = T s TS 1

BRTETE X =2 YV H92HR (1) BRI -
2. $BB X B Y RIFII o
B XY B A f(o,y) = fx(2)fy(y) BIL ° Je5tH Y BUERR PDF fy () *

00 y
) = [ faydo= [T2de=2, 0<y<i

0
o B f(z,y) # fx(@)fy(y) X B Y FFIL -

o HEBEREM PDF fy x(ylz) = 1 KB 2 o BB > 14 PDF BERER PDF fy(y) > FFE
VA

o 55 JFR]AEBES PDF BY support 2 0 <z <y < 1 BEWIER—1@ cross-product set B ©

Rt > X B Y RIFIL o
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Problems:
6.45
(a):

First, we can use the joint density function fxy (z,y) to obtain the marginal density functions

of X and Y as follows:

e The density function of X :

/ e " dy
0

_ Y=00
_ e
=xe {— }
x =0
e ? x>0
0 , ow.

e The density function of Y :
) = [ Fxrley) do=
0

_J_ T e
y+1
{ €x<y+1>r=°°
(y+1)2 =0

y>0

0
T=00
=0

_1
(y+1)2
0o

o0.w.

oo efx(y“i’l)
<
0 Yy +1

Ix(x) :/ Ixy(z,y) dy :/ ze "W gy
0 0
xze *

re W) gp

i}

Hence, we can derive the conditional density of X, given Y = y, and that of Y, given X = z,

as follows :

madeby U U O, 000 OO



NTHU MATH 2810, 2025
e The conditional density of X, given Y =y :

Sxy(zy)  xe WD
fly) 1 (y+1)?

{x(y +1)2e2l+) 2 >0
0

fX|Y($|?J) =

) o.w.

e The conditional density of Y, given X = x :

 fxy(my)  wetwth
frix(ylz) = =T

(b):

Consider the cdf of Z, i.e. Fz(2), s.t

Fy(2) = P(Z < 2) = P(XY < 2)
[T PXY < 21X = )i (@)
= [ Py < I X =)t d
- Oofxm)/oifyx () dy da

8
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8
('b
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8ln
('T)
&
<
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|
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Hence, we have the probability density function of Z s.t.

fal) = TEEL e 22

dz 0, o.w.

Theoretical Exercises:

6.17

We can derive the joint probability mass function of X = X; + X, and Y = X5 4+ X35 s.t.

min(n,m)
P(X=mY =n)= Y PX=mY =n|Xy=2)P(X; = 13)
=0
min(n,m)

= Z P(X1 4+ Xy =m, Xo + X3 = n|Xy = 29) P(X3 = 2)
= Z P X1 — .’IZ'Q,Xg =n — xQ‘XQ = :UQ)P(XQ = 1’2)

= Z P(X1=m —x9)P(X3 =n — 22) P(Xs = x)

(Since X, X5, X3 are independent)

min(n,m)

)\7171—962 67/\1 )\73‘5_332€ng )\;2 67’\2

Z (m— )l (n—x9)! a3

x2=0
min(n,m)
Am Ig)\n xg)\ftz
_ —(atAa+A3) E , m,n=20,1,2, ..
— z9)l(n — zg) xs!
xo=0

6.22

By the question, we have X;|WW = w e exp(w) , i=1,2,...n
Therefore, we can derive the conditional joint density function of X7, X», ..., X,,, given W = w
s.t.

-----

fX X1,Xo,...,X, |W(5131,$2, -'-axn’w) = Hin\W(xi‘w)

_ n ) .
—wle Xm0 >0,i=1,2,..,n
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Since

f ( | ) f)‘aW(a’;la Ta, ..., x?’b|w)fW(w)
F\W| 1,22, ..., T =
WX 1y L2y ey b f)}($1,$2,...,$n)

o f)?|W($17$27--~,$n|w) X fw (w)

t—1 0t
= wne_wzzlzl Ti v w 6 e_w/B
I'(t)

n .
o wn—l—t—le—w(ﬂ—&-zi:l ;)

Hence, because fy, s(w|xq, 2, ..., z,) must be a probability density function, we have

W|X1 = Il,Xg = To, ,Xn = Tp ~~ F(t + n,ﬁ + ZCL’Z)

6.32

Let X(1), X(2), ..., X(n) be the order statistic of n independent uniform (0,1) random variables.
Then, for any 1 <k < n + 1, we have the joint density function of Xy, X(,_1) as follows :

n!

P X (00) = gy B O 1= P )"~ (1) fx(w)

n! 5
=G

where Fx(z) and fx(z) denote the CDF and PDF of the random variable X ~ U(0, 1), respectively.

1-—w)" %, 0<t<w<1,

Let
S=Xw— Xg-1), U=Xu-y
1 1
Zij=S+U,X@n=U,LU=P%@ J‘:

= fsu(s,u) = fx, x5 Wstu), 0<u<l—s
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Then, we can derive the pdf of S = X3y — X(;—1) as follows :

1-s 1-s n! o -
fs(s) = i IX ey X (U 8 + ) du:/o (l{;—2)!(n—k)!u (1—s—u)""du
= 2)7'1(' i /1\(30(1 - s))k_i (I —=2)(1— S)]”_li (1—s)dzr (let T= 7 i , dx
( '(n 'Jo —~ :(1752)(%'6) s
n! n—1 ' k—2 n—k
:(k—2)!(n—l€)!(1_8) /Ox (1—x)" " da
B n! n1 (B —=2)(n —k)! (n—1)! b .
" (h—2)l(n— k)!(l =) -0l k—2)n— k) /0 G dﬂi
~ Beta(l;-,l,n-k+1)
n! o1 (k—2)l(n —k)!
i Y (n—1)!
_Jn(1- sy for 0<s<1
B 0, 0..

Hence, we have

1
P(Xgo — Xgo1) > 1) = P(S > ) = / n(1 — 5)"ds
t

[

— (1 -ty

6.36

Let X, Y Sy N(0,1). Since X and Y are independent, we have the joint pdf of X and Y s.t.

Fev (@) = fx(@) fr(y) = e "5, 2y e R .

Let
1 0
det( u) ‘ =

U
= fuv(u,v) = ny(u,Z) x|J|, u,veR

U
:> ) V? "

e =

u
—|, for —oo<wu,v<o0
02

]_ u2 1

_ 1 gad

= —¢ 2 v
2
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Then, we can derive the pdf of V = i/—( as follows :

fV<U) = fU,V(U,U) du = %6 2 ) |§| du

J

Vv
an even function

1 o u?
= — | wue T2 gy
2 J,
_ ! L 2aeyp]
T2 | 1+ 1/v? w0
1
= veER
m(v2+1) !

Hence, V = % has a standard Cauchy distribution.
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