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Instructor: Shao-Wei Cheng Date: December 7, 2025

Problem 6.14.
An ambulance travels back and forth at a constant speed along a road of length L. At a certain moment
of time, an accident occurs at a point uniformly distributed on the road. [That is, the distance of
the point from one of the fixed ends of the road is uniformly distributed over (0, L).] Assuming that
the ambulance’s location at the moment of the accident is also uniformly distributed, and assuming
independence of the variables, compute the distribution of the distance of the ambulance from the
accident.

Solution:
令隨機變數 A 表示救護車的位置，隨機變數 X 表示意外發生的位置。根據題目，A 和 X 互相獨立，

且都服從均勻分布 U(0, L)。其機率密度函數 (PDF) 為：

fA(a) =
1

L
, 0 ≤ a ≤ L

fX(x) =
1

L
, 0 ≤ x ≤ L

由於獨立，其聯合 PDF 為：
f(a, x) = fA(a)fX(x) =

1

L2
, 0 ≤ a, x ≤ L

令隨機變數 D 為救護車與意外發生地點的距離，即 D = |A − X|, 0 ≤ D ≤ L 。D 的累積分布函數
(CDF) FD(d) = P (D ≤ d) = P (|A−X| ≤ d) = 1− P (|A−X| > d)。
考慮樣本空間為 L×L 的正方形區域。事件 |a− x| > d 對
應於兩個角落的三角形區域：

1. a− x > d =⇒ a > x+ d (左上角三角形)

2. x− a > d =⇒ x > a+ d (右下角三角形)

兩三角形是對稱的，且兩股長度均為 L − d，兩三角形面
積總和為：Area = (L− d)2。
因為正方形面積為 L2，且聯合分布為均勻分布，機率等於
面積比：

P (|A−X| > d) =
(L− d)2

L2
=

(
1− d

L

)2

=

∫ d

0

∫ L

x+d
1 da dx+

∫ L

d

∫ x−d

0
1 da dx

因此，D 的 CDF 為：

FD(d) = 1−
(
1− d

L

)2

, 0 ≤ d ≤ L

再對 FD(d) 微分可得 PDF fD(d)：

fD(d) =
d

dd

[
1−

(
1− d

L

)2
]
= −2

(
1− d

L

)
·
(
− 1

L

)
=

2

L

(
1− d

L

)
因此，D 的 PDF 為：

fD(d) =

{
2
L(1−

d
L) 0 ≤ d ≤ L

0 otherwise
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Problem 6.27.
Let X1 and X2 be independent and uniformly distributed on [0, 1]. Find the cumulative distribution
function of Z = X1X2 and P{Z > .5}.

Solution:
X1, X2 ∼ U [0, 1] 且獨立，聯合 PDF 為 f(x1, x2) = 1，範圍為 0 ≤ x1, x2 ≤ 1。令 Z = X1X2，其值域

為 [0, 1]。
1. 求 Z 的 CDF FZ(z) = P (X1X2 ≤ z)：

P (Z ≤ z) = 1 − P (X1X2 > z)。不等式 x1x2 > z 即
x2 > z/x1。如右圖所示，曲線與 x2 = 1 交於 x1 = z，與
x1 = 1 交於 x2 = z。

P (X1X2 > z) =

∫ 1

z

∫ 1

z/x1

1 dx2 dx1

=

∫ 1

z

(
1− z

x1

)
dx1

= [x1 − z ln(x1)]1z
= (1− z ln(1))− (z − z ln(z))
= 1− z + z ln(z)

因此，CDF 為：

FZ(z) = 1− P (X1X2 > z) = 1− (1− z + z ln z) = z − z ln z, 0 < z ≤ 1

2. 計算 P (Z > .5)：
直接代入上面計算的機率公式（利用 P (Z > z) = 1− FZ(z)）：

P (Z > 0.5) = 1− FZ(0.5)

= 1− (0.5− 0.5 ln(0.5))
= 0.5 + 0.5 ln(0.5)
= 0.5(1 + ln(1/2))
= 0.5(1− ln 2)

其數值約為 0.5(1− 0.693) ≈ 0.1535。
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Problem 6.30.
A manufacturing plant uses two machines in two stages. The service time (in minutes) of the first
machine is normally distributed with mean 1 and standard deviation .05. Independent of the first
machine, the service time of the second is normally distributed with mean .95 and standard deviation
.02. Find the probability that

(a) the first machine finishes the task faster than the second machine;

(b) the total service time for both machines is less than 2.1.

Solution:
令X 為第一台機器的服務時間，X ∼ N(1, 0.052)。令 Y 為第二台機器的服務時間，Y ∼ N(0.95, 0.022)，

其中 X 與 Y 獨立。

(a) 求第一台比第二台快的機率，即求 P (X < Y ) 或 P (X − Y < 0)。
令 W = X − Y，由於 X,Y 為獨立常態分布，其線性組合 W 也會服從常態分布，W ∼ N(µW , σ2

W )：

µW = E[X]− E[Y ] = 1− 0.95 = 0.05

σ2
W = Var(X) + (−1)2Var(Y ) = 0.052 + 0.022 = 0.0025 + 0.0004 = 0.0029

σW =
√
0.0029 ≈ 0.05385

求 P (W < 0)：

P (W < 0) = P

(
W − µW

σW
<

0− 0.05√
0.0029

)
= P (Z < −0.9285),where Z ∼ N(0, 1)

查標準常態分布表，Φ(−0.93) ≈ 0.1762。

(b) 求總服務時間小於 2.1 的機率，即求 P (X + Y < 2.1)。
令 V = X + Y，由於 X,Y 為獨立常態分布，其線性組合 V 也會服從常態分布，V ∼ N(µV , σ

2
V )：

µV = E[X] + E[Y ] = 1 + 0.95 = 1.95

σ2
V = Var(X) + Var(Y ) = 0.0029

σV =
√
0.0029 ≈ 0.05385

求 P (V < 2.1)：

P (V < 2.1) = P

(
V − µV

σV
<

2.1− 1.95√
0.0029

)
= P

(
Z <

0.15

0.05385

)
= P (Z < 2.785),where Z ∼ N(0, 1)

查標準常態分布表，Φ(2.785) ≈ 0.9973。
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Problem 6.42.
Choose a number X using a standard normal distribution. Choose a second number Y using a
truncated normal distribution on (−∞, X).

(a) Find the joint density function of X and Y .

(b) Deduce the marginal density function of Y .

(c) Confirm that the marginal density in (b) integrates to 1.

Solution:
設標準常態的 PDF 為 ϕ(t) = 1√

2π
e−t2/2；CDF 為 Φ(t)。

(a) 求 X,Y 的聯合 PDF f(x, y)。
X ∼ N(0, 1)，故 fX(x) = ϕ(x)。給定 X = x，Y 為截斷在 (−∞, x)的標準常態分布 (若 Y ∼ N(0, 1)，

且當 X = x 時，若 Y < x，則可觀測到 Y 的值，但若 Y ≥ x 時，則無法觀測到 Y 的值，在此情況下，
當觀測到 Y 的值時，其服從 truncated normal distribution on (−∞, x))。
其條件 PDF 為：

fY |X(y|x) =

{
ϕ(y)
Φ(x) if y < x

0 otherwise

聯合 PDF 為：

f(x, y) = fX(x)fY |X(y|x) = ϕ(x)
ϕ(y)

Φ(x)
=

ϕ(x)ϕ(y)

Φ(x)
, −∞ < y < x < ∞

(b) 求 Y 的邊際 PDF fY (y)。

fY (y) =

∫ ∞

−∞
f(x, y) dx =

∫ ∞

y

ϕ(x)ϕ(y)

Φ(x)
dx = ϕ(y)

∫ ∞

y

ϕ(x)

Φ(x)
dx = ϕ(y) [ln(Φ(x))]∞y

= ϕ(y)
[

lim
x→∞

ln(Φ(x))− ln(Φ(y))
]
= ϕ(y) [0− ln(Φ(y))] = −ϕ(y) ln(Φ(y))

其中， d
dx ln(Φ(x)) = Φ′(x)

Φ(x) = ϕ(x)
Φ(x)。

因此，fY (y) = −ϕ(y) ln(Φ(y)), −∞ < y < ∞

(c) 驗證 ∫∞
−∞ fY (y) dy = 1。

∫ ∞

−∞
−ϕ(y) ln(Φ(y)) dy

令 u = Φ(y)，則 du = ϕ(y) dy。當 y → −∞，u → 0；當 y → ∞，u → 1。積分變為：

∫ ∞

−∞
− ln(Φ(y))ϕ(y) dy =

∫ 1

0
− lnu du = −

[
u lnu− u

]1
0
= −

[
(1 · 0− 1)− (0− 0)

]
= 1
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Problem 6.43.
Let X and Y be, respectively, the smallest and the largest values of two uniformly distributed values
on (0, 1). Find the conditional density function of Y given X = x, x ∈ (0, 1). Also, show that X and
Y are not independent.

Solution:
設有兩個獨立的隨機變數 U1, U2 ∼ U(0, 1)。X = min(U1, U2)，Y = max(U1, U2)。X 與 Y 為順序統計

量 (Order Statistics)，對於 n = 2 的均勻分布，其聯合 PDF 為：

f(x, y) = n!
∏

fU (ui) = 2! · 1 · 1 = 2, 0 < x < y < 1

1. 求 Y 給定 X = x 的條件 PDF。
先求 X 的邊際 PDF：

fX(x) =

∫ ∞

−∞
f(x, y) dy =

∫ 1

x
2 dy = 2(1− x), 0 < x < 1

條件 PDF 為：

fY |X(y|x) = f(x, y)

fX(x)
=

2

2(1− x)
=

1

1− x
, x < y < 1

這表示給定 X = x，Y 均勻分布於 (x, 1) 區間。
2. 證明 X 與 Y 不獨立。
若 X,Y 獨立，則 f(x, y) = fX(x)fY (y) 成立。先計算 Y 的邊際 PDF fY (y)：

fY (y) =

∫ ∞

−∞
f(x, y) dx =

∫ y

0
2 dx = 2y, 0 < y < 1

• 發現 f(x, y) ̸= fX(x)fY (y)，故 X 與 Y 不獨立。
• 或者觀察條件 PDF fY |X(y|x) = 1

1−x 依賴於 x。若獨立，條件 PDF 應等於邊際 PDF fY (y)，不應
含有 x。

• 另外，亦可由聯合 PDF 的 support 為 0 < x < y < 1，且其並非是一個 cross-product set 看出。

因此，X 與 Y 不獨立。
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NTHU MATH 2810, 2025 Solution to Homework 9

Problems:

6.45

(a):

First, we can use the joint density function fX,Y (x, y) to obtain the marginal density functions

of X and Y as follows:

• The density function of X :

fX(x) =

∫ ∞

0

fX,Y (x, y) dy =

∫ ∞

0

xe−x(y+1) dy

= xe−x

∫ ∞

0

e−xy dy

= xe−x

[
−e−xy

x

] ∣∣∣∣y=∞

y=0

=

e−x , x > 0

0 , o.w.

• The density function of Y :

fY (y) =

∫ ∞

0

fX,Y (x, y) dx =

∫ ∞

0

xe−x(y+1) dx

=

{
− x

y + 1
e−x(y+1)

∣∣∣∣x=∞

x=0

+

∫ ∞

0

e−x(y+1)

y + 1
dx

}
=

[
− e−x(y+1)

(y + 1)2

]x=∞

x=0

=

 1
(y+1)2

, y > 0

0 , o.w.

Hence, we can derive the conditional density of X, given Y = y, and that of Y, given X = x,

as follows :
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• The conditional density of X, given Y = y :

fX|Y (x|y) =
fX,Y (x, y)

fY (y)
=

xe−x(y+1)

1/(y + 1)2

=

x(y + 1)2e−x(y+1) , x > 0

0 , o.w.

• The conditional density of Y, given X = x :

fY |X(y|x) =
fX,Y (x, y)

fX(x)
=

xe−x(y+1)

e−x

=

xe−xy , y > 0

0 , o.w.

(b):

Consider the cdf of Z, i.e. FZ(z), s.t.

FZ(z) = P (Z ≤ z) = P (XY ≤ z)

=

∫ ∞

0

P (XY ≤ z|X = x)fX(x) dx

=

∫ ∞

0

P (Y ≤ z

x
|X = x)fX(x) dx

=

∫ ∞

0

fX(x)

∫ z
x

0

fY |X(y|x) dy dx

=

∫ ∞

0

xe−x

∫ z
x

0

e−xy dy dx

=

∫ ∞

0

xe−x

[
−e−xy

x

]y= z
x

y=0

dx

=

∫ ∞

0

e−x

(
1− e−z

)
dx

=

(
1− e−z

)[
− e−x

]x=∞

x=0

=

1− e−z , z > 0

0 , o.w.
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Hence, we have the probability density function of Z s.t.

fZ(z) =
dFZ(z)

dz
=

e−z , z > 0

0 , o.w.

Theoretical Exercises:

6.17

We can derive the joint probability mass function of X = X1 +X2 and Y = X2 +X3 s.t.

P (X = m,Y = n) =

min(n,m)∑
x2=0

P (X = m,Y = n|X2 = x2)P (X2 = x2)

=

min(n,m)∑
x2=0

P (X1 +X2 = m,X2 +X3 = n|X2 = x2)P (X2 = x2)

=

min(n,m)∑
x2=0

P (X1 = m− x2, X3 = n− x2|X2 = x2)P (X2 = x2)

=

min(n,m)∑
x2=0

P (X1 = m− x2)P (X3 = n− x2)P (X2 = x2)

(Since X1, X2, X3 are independent)

=

min(n,m)∑
x2=0

λm−x2
1 e−λ1

(m− x2)!

λn−x2
3 e−λ3

(n− x2)!

λx2
2 e−λ2

x2!

= e−(λ1+λ2+λ3)

min(n,m)∑
x2=0

λm−x2
1 λn−x2

3 λx2
2

(m− x2)!(n− x2)!x2!
, m, n = 0, 1, 2, ...

6.22

By the question, we have Xi|W = w
i.i.d∼ exp(w) , i = 1, 2, ..., n.

Therefore, we can derive the conditional joint density function of X1, X2, ..., Xn, givenW = w

s.t.

fX̃=X1,X2,...,Xn|W (x1, x2, ..., xn|w) =
n∏

i=1

fXi|W (xi|w)

= wne−w
∑n

i=1 xi , xi > 0, i = 1, 2, ..., n.
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Since

fW |X̃(w|x1, x2, ..., xn) =
fX̃|W (x1, x2, ..., xn|w)fW (w)

fX̃(x1, x2, ..., xn)
∝ fX̃|W (x1, x2, ..., xn|w)× fW (w)

= wne−w
∑n

i=1 xi × wt−1βt

Γ(t)
e−wβ

∝ wn+t−1e−w(β+
∑n

i=1 xi)

Hence, because fW |X̃(w|x1, x2, ..., xn) must be a probability density function, we have

W |X1 = x1, X2 = x2, ..., Xn = xn ∼ Γ(t+ n, β +
n∑

i=1

xi)

6.32

Let X(1), X(2), ..., X(n) be the order statistic of n independent uniform (0,1) random variables.

Then, for any 1 ≤ k ≤ n+ 1, we have the joint density function of X(k), X(k−1) as follows :

fX(k−1),X(k)
(t, w) =

n!

(k − 2)!(n− k)!
[FX(t)]

k−2 [1− FX(w)]
n−kfX(t)fX(w)

=
n!

(k − 2)!(n− k)!
tk−2(1− w)n−k , 0 < t < w < 1 ,

where FX(x) and fX(x) denote the CDF and PDF of the random variable X ∼ U(0, 1), respectively.

Let

S = X(k) −X(k−1) , U = X(k−1)

=⇒ X(k) = S + U , X(k−1) = U , |J | =
∣∣∣∣ det

(
1 1

0 1

)∣∣∣∣ = 1

=⇒ fS,U(s, u) = fX(k−1),X(k)
(u, s+ u) , 0 < u < 1− s
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Then, we can derive the pdf of S = X(k) −X(k−1) as follows :

fS(s) =

∫ 1−s

0

fX(k−1),X(k)
(u, s+ u) du =

∫ 1−s

0

n!

(k − 2)!(n− k)!
uk−2(1− s− u)n−k du

=
n!

(k − 2)!(n− k)!

∫ 1

0

(x(1− s))k−2︸ ︷︷ ︸
=uk−2

[(1− x)(1− s)]n−k︸ ︷︷ ︸
=(1−s−u)(n−k)

(1− s)dx ,

(
let x =

u

1− s
, dx =

du

1− s

)

=
n!

(k − 2)!(n− k)!
(1− s)n−1

∫ 1

0

xk−2(1− x)n−k dx

=
n!

(k − 2)!(n− k)!
(1− s)n−1 (k − 2)!(n− k)!

(n− 1)!
× (n− 1)!

(k − 2)!(n− k)!

∫ 1

0

xk−2(1− x)n−k dx︸ ︷︷ ︸
∼ Beta(k-1,n-k+1)

=
n!

(k − 2)!(n− k)!
(1− s)n−1 (k − 2)!(n− k)!

(n− 1)!

=

n(1− s)n−1, for 0 < s < 1

0 , o.w.

Hence, we have

P (X(k) −X(k−1) > t) = P (S > t) =

∫ 1

t

n(1− s)n−1ds

=

[
− (1− s)n

]1
t

= (1− t)n

6.36

Let X, Y
i.i.d∼ N(0, 1). Since X and Y are independent, we have the joint pdf of X and Y s.t.

fX,Y (x, y) = fX(x)fY (y) =
1
2π
e−

x2+y2

2 , x, y ∈ R .

Let

U = X , V =
X

Y

=⇒ X = U , Y =
U

V
, |J | =

∣∣∣∣ det
(
1 0
1
v

−u
v2

)∣∣∣∣ = ∣∣∣∣ uv2
∣∣∣∣

=⇒ fU,V (u, v) = fX,Y (u,
u

v
)× |J | , u, v ∈ R

=
1

2π
e−

u2

2
(1+ 1

v2
)

∣∣∣∣ uv2
∣∣∣∣ , for −∞ < u, v < ∞
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Then, we can derive the pdf of V = X
Y

as follows :

fV (v) =

∫ ∞

−∞
fU,V (u, v) du =

∫ ∞

−∞

1

2π
e−

u2

2
(1+ 1

v2
)| u
v2

|︸ ︷︷ ︸
an even function

du

=
1

πv2

∫ ∞

0

ue−
u2

2
(1+ 1

v2
) du

=
1

πv2

[
− 1

1 + 1/v2
e−

u2

2
(1+ 1

v2
)

]u=∞

u=0

=
1

π(v2 + 1)
, v ∈ R

Hence, V = X
Y

has a standard Cauchy distribution.
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