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NTHU MATH 2810, 2025 Solution to Homework 10

Problem 7.21

Problem. Fifty people are placed randomly in 200 rooms. Compute (a) the expected number of rooms

containing exactly 2 people; (b) the expected number of non-vacant rooms.

We assume each of the 50 people independently chooses one of the 200 rooms with equal probability
1/200.
Let N; be the number of people in room j, j =1,...,200. Then, for each fixed j,

1
N, ~ Bi ial [ 50, —
F inomia ( , 200) ,

since each person independently goes to room j with probability 1/200.
(Note

. . 1 1
(N1, ..., Nagg) ~ Multinomial <507 200, 2000 200) ,

{EAE B RE A OS A  F EMEY joint distribution, HZEH & MAY marginal distributions.)

(a) Expected number of rooms with exactly two people

For each room j =1,2,...,200, define the indicator

1, if room j contains exactly 2 people, (i.e.N; = 2)

)

0, otherwise.(i.e.N; # 2)

Then the total number of rooms with exactly 2 people T is

By linearity of expectation,

Because N; ~ Binomial(50,1/200),
2 50—2 2 48
PN, —2) = 50 1 1 1 _ (50 1 199 '
2 200 200 2 200 200
2 48
50 1 199
E[T] =200 - — — ] .
7] =200 (2) (200) (200)

Therefore,
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So the expected number of rooms containing exactly two people is

1\2 /1 48
E[# rooms with exactly 2 people] = 200 <520> (200) <233> !

HEEAAMER R, MR (1, ..., T200) 9 marginal distributions, EZH 2
[/) joint distribution. i&fHif55E HefE 1k .

EA B[ 82, W EHIERE MR joint distribution.

(7E#: I,...,Ix0 are not independent because they are transformations of Ny, ..., Nogo,

respectively, but Ny, ..., Nogg are not independent.)

(b) Expected number of non-vacant rooms

Now define, for each room j =1,2,...,200,

1, if room j is non-vacant (i.e. has at least one person,N; > 1)

J; =
0, if room j is vacant.(i.e.N; = 0)

Then the total number of non-vacant rooms S is

and again by linearity of expectation,

For a fixed room j,

But 1 \% 199\
P05 =0 = (1= 55) = (5m)
Hence 0
E[Jj]:1—<;gg> .
Therefore,

E[S] = 200 [1 _ (;gg)ol .

So the expected number of non-vacant rooms is

200

199\
E[# non-vacant rooms] = 200 [1 - ( ) ] )

HEAMERFE R, REMHE] (1, ..., Jaoo) H marginal distributions, fMEZE i H %) E{
f/) joint distribution. i&f§if55E HefEifk.

{EA BLER A [R5, T E Rl E MY joint distribution.
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NTHU MATH 2810, 2025 Solution to Homework 10

(FE®: Ji,...,J200 are not independent, because they are transformations of Ny, ..., Nago,

respectively, but Ny, ..., Nogg are not independent.)

Problem 7.41

Problem. Let X, X5,... be independent with common mean p and common variance o2, and set
Y, =X, + Xn+1 + Xn+2~

For j > 0, find Cov(Y,,, Y1 ;).
Solution. Write

Yn = Xn + Xn+1 + Xn+2, Yn+j = Xn+j + Xn+j+l + Xn+j+2-

Using bilinearity of covariance,

2

2 2
COV(Yn, Yn+j) = Cov ( Z Xn—i—k» Z X,L+j+g> = Z Z Cov (Xn-i-lm Xn+j+g).
k=0 £=0 =04=0

Because the X; are independent, we have

ags, Tr=s,

0, r#s.

Cov(X,,X;) =

Hence each nonzero term in the double sum corresponds to an index that appears in both Y, and Y, ;;
each such overlap contributes 2.
The set of indices in Y, is {n,n+1,n+2}, and in Y,,4; is {n+j,n+j+1,n+j+2}. The intersection

size depends on j:

e j =0: the two sets are identical, so all three indices overlap. Thus

Cov(Y,,,Y,) = Var(Y,,) = Var(X,, + Xp11 + Xpi2) = 302

o j =1: the sets are {n,n + 1,n + 2} and {n + 1,n + 2,n + 3}, whose intersection is {n + 1,n + 2}
(two common terms). Hence
Cov(Y,, Y1) = 202.

j = 2: the sets are {n,n+1,n+2} and {n+2,n+3,n+4}, with intersection {n+2} (one common
term). Thus
Cov(Yy,, Yyio) = o2

j > 3: thesets {n,n+1,n+2} and {n+j,n+j+1,n+j+ 2} are disjoint, so there are no common

indices and every covariance term is zero. Hence

Cov(Y,,Yoi;) =0,  j>3.
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Therefore,
302, j =0,
202, j=1,
COV(Yn, Yn+j) =
0—27 j: )
0, Jj=3.

Problem 7.42

Problem. The joint density function of X and Y is given by
1~ ta/y)
fxy(z,y) = —e WTHY), x>0, y>0.
Y

Find E[X], E[Y], and show that Cov(X,Y) = 1.

Solution.

1. Find the marginal density of YV

We integrate out z:

oo oo 1
) = [ fevloada= [ ooty
0 o Y
Let u = z/y so that x = yu and dz = y du. Then
1 —y >~ —u -y > —u )
fy(y):;a e “ydu=-e e du=eY, y > 0.
0 0

Thus Y has an Exp(1) distribution: fy(y) =e~ ¥ for y > 0, so
E[Y]=1, Var(Y)=L

2. Conditional distribution of X given Y =y

For x > 0,y > 0,

1,—(y+z/y)
fxy(z,y) The —z/y
X = 2 = = = —€ R 5 x > 0,
fxyy (@ | y) fr(v) v y

This is an exponential density with rate 1/y (or mean y). Hence
X |Y =y~ Exp(rate =1/y),

SO
EX|Y =y =y, Va(X|Y=y) =y

Therefore, as random variables,
EX |Y]=Y.
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3. Compute F[X]

Using the law of total expectation,
E[X] = E(E[X | Y]) =E[Y]=1

Thus we have

4. Show that Cov(X,Y) =1

We use the identity
Cov(X,Y) = E[XY] - E[X]E[Y].

First compute F[XY] by using the law of total expectation via conditioning on Y:
E[XY]=E(EXY |Y]) = E(YE[X | Y])=EY-Y)= E[Y?].
Since Y ~ Exp(1), we know
E[Y?]=Var(Y)+ (E[Y])? =1+1*=2.

Therefore,
Cov(X,Y)=E[XY] - EX]E[Y]=2-(1)(1) =1.

Hence

|E[X]=1, B[V]=1, Cov(X,Y)=1]

Alternatively, if not using conditional expectation, E(X), E(Y), and E(XY) can also be calculated by

double integration as shown below:

Y T AT sy R
E(X) = zf(z,y)dedy = —e drdy = ze dx dy

0 0 0 o Y 0 Y Jo

o0 -y 0o o

:/ - {a:yew/y’ +y/ e /Y d:c} dy
0 0 0
0o )
+/ e Ydy = 1.
0

Y
o0 (o) (o)
= / e_y/ e~V dxdy = / ye Ydy = —ye Y
0 0 0 0
EY)= / / yf(z,y)dxdy = / / e~ Wre/Y) g dy = / e Y (/ ez/ydz> dy
o Jo o Jo 0 0

[e’s) oo
= / ye Ydy = —ye™? +/ e Ydy = 1.
0 0 0
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E(XY):/ / ;L'yf(m,y)dxdy:/ / me*(y“”/y)dxdy:/ e*y-/ ze " Vdx dy
o Jo o Jo 0 0
- + y/ e_'”/ydx] dy

0

:/ e Y —xye_x/y
0 0

o0 o) oo
= / yle Vdy = fy267y‘ + 2/ ye Ydy = 2.
0 0 0

Hence, Cov(X,Y)=E(XY)-EX)E(Y)=2-1-1=1.
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19, Xa~ UK. 0D, 42125, Var(Xa)- 25 A
4Meg Xx. X; are uncorreloted s Cov(Xs. X;)=0 UA]*J
[6) Cov Xy, Xt Xa)= Cov (X X1+ Cou(Xe X2) = Vi (X )+ 0= 7

VAT (Xt K= Var () Uar Xe) # 2.Cou (K, Xa) =5 + 50 - 35
L
Qov(X.. Xi+Xz) - 9 [
3Corr( X, Xi+Xz )+ _—
(oprt X4 \JV&( (X Var (X14Xz) \l l \/_

(b) Cov( X 42Xz XoeXo tX3)= Vo (X)) + CoulXi K2) + (;nu()(..xa)-rzcav(xz.x.)

+2Var (X2) + 2Cov (X2, X3)

'—tf + ()¢ Tif .ﬁ

5404040+ 2 0. 2%

VO (X +2X2) = Vor (X)) « VBr(2)Xa) + Cov (X. 2Xs )-% % Fk
+_IS
6*

VB (X1t Xo) = VA UK « U (X VY ()= i+ s o ot

2k
COYV(Xu +sz, XI*XZ"X ) COV(X "ZXZ X *XZ"'X!) _ 07

JVaV(x IXNG X+ Xor Xa) NS

"—

Ts
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#44(0) Dis oBes e pbin Dol 1o B
A<
Cov (Ds.Dy)=Covl 3 Bewr LoBan Z,Eu L65.0)
= Covl Z)Elr/\ Z:Eu ZE COV(ZEM Z)Eu ZE 2)
-Cw(EAJ Es;) Var(EAJ) pU-p)
Vor(P:) =Var(]7J-)=m-n]?u—P)

oot (DaDr)e—vDaD) . POP) |1

JVa,rwA)vva) (n-hpo-p) !
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| YA
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#67. N:-2% 283 X2 AN & P8I N~ Poisson (b) . (0 15 BA IR T2 840783,
(0 17 ARG ¢F 2.0.b.

V(s,cs/\),Xr{l nARTEIMTE

0 AH%M\H@\ 4
>4 X ZARS + 0 PE 240, ) X- zx

Giverv N=rL. Yl< A<, Xaln ~ Barnoth(P) R )BAREH R
P=P(Xa=l N 1-PURAAS ¢ 4 §.P3):I- R(—-o‘f n-) D)
= -(|-0'—")‘° mm@/\

B3 FAEMIERFY

E(XXINR)-EQEXAIN-1) =L EXIN= =25 =1p=1- (- (1- 52)°)
EOOE(ELKIND)- IR 1- (1~ 58 £ 1 -1 B4y £56°
RMk:(D ST FRBER X X 246 & V-1V 85 RI]0ING pmf. X B R £ b
B MarginaLl pmd, 12 (#5515 TIA 16
@ @ By 215 B A IN B X, X4 T3k MolepenclenTs X IN-p B1 7R
AR pmamiol (1. p)
#10 X ﬂnirmﬁbﬁ K E
| A% govcl year >Y~ Ber(od)
D BRF.2 bodl year
XY=l ~Poisson (2) , X1 T=0 ~Poisson (§)
E(XUP=D)=3=Var (X1 =) , E(XI¥=00=5<Vor (XIY-0)
EOOEEXIY))= 0.4 EXI Y= 1)+ 06 E(XIY-0)= . 2.
Uar (X )= Eq (Vor (X 1Y)« UarCE (X 7))
20,4 Var(XIY=1)+0.6- Vor (X1Y-1)+(0.4-(3-4.2)%0.6-(5- 4 2)"]
=0.4-3+06:5+0.9:5.b
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Solution to Homework 10

Problems:
7.79
XNU(O,l), aO_Oa a = =, aQ—l
L Jowm=0cx<ioa
17 al_%<X§1:a,2.
1
= [ ~ Bernoulh(§)
— L =2 O0<ax<! 1 —9 log<i
Fxpr(a|l = 0) = { PO<X=2) =7 TRY eI PAE T 2R
0, otherwise, 0, otherwise.

1. By Proposition 6.1, the quantity is minimized when
yz:E(X‘I:Z):E(X|a1<X§(l@+1), ’L:O,l
So, we have
1/2 1/2 1
w=ECCIT=0)= [ ofymfe) do= [ 2nde =
0 0
1 1 3
yle(X]l':l):/ zfxj=1(z) de = 2udr = —.
1/2 1/2 4
Now, the optimal quantizer is given by Y = E[X]|I].

2. Calculate E[(X — Y)?]
E[ ] iE[X yz2|I—Z]P(I:i)

=0
( :17—— d:B—l—/l/:Q(a:—z)Qd:v)

l\’)l»—t @

N

&IH
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7.82

By question, we have the joint pdf

Solution to Homework 10

of X and Y s.t.

fxy(z,y) = L e Yexp _(x—y)2 0<y<oo, —00<x<00
XY 4y \/% 9 ) ) .
(a)
Myy (t1,t2) = E(e"*12Y)
2
/ / 1 t1$+t2ye—y exp |:_ (ZE _Qy) :| d.fl? dy
M 2 _ 2 2
/ / exp t1x+t2y—y—%} dx dy
1 y2
exp 5(3: —2(t1 + y)x ) +toy —y — =—| drdy
1 t +y)? ?
/ / = exp §($—(t1+y))2+%+tzy—y—%} dr dy
/ ex + (t1 +t2 — 1) /OO = ex —l(x—(t—i- ))2 dz d
= p 1 2 ) o or p 9 1Ty J Y
pdf of N(y+t1,1;r=> M= 1
— oti/2 /OO eltitta—1)y dy
0
ot1/2
B l—tll——tg’ th+1y < 1,
do not exist, t; +1ty > 1.
(b) 2
t1/2
e_ ) tl < ]-7
Mx (t1) = Mxy(t1,0)=¢ '™ .
do not exist, t; > 1.
ﬁ7 le < 17
My (tz) = Mxy(0,ty) = ? ‘
do not exist, ¢y > 1.
2
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Solution Manual Homework 10
NTHU MATH 2810, Probability (Sep ~ Dec 2025) Term: Fall 2025
Instructor: Shao-Wei Cheng Date: December 10, 2025

Theoretical 7.6.
Let A1, Ag, ..., A, be arbitrary events, and define Cj, = {at least k of the A; occur}. Show that

> P(Cy) =) P(Ay)
k=1 k=1

Hint: Let X denote the number of the A; that occur. Show that both sides of the preceding equation
are equal to E[X].

Solution:

L X R Ay, A, PEENSHEE o FFIETLFIA Indicator BREMR 4; :

1 ++Ai X
IAZ.:{ BAEE | Bemoulli(P(4)

0 HA REE
8] X AIEAME 14, B4R :

X =) In
=1
HmZ2EHEE !
ZIAZ.] = E[I4] =) _P(A;) ...(x1)
=1 =1 =1
S5—FE > BEERAH O, = {X >k} At :

Y P(Ck) =) P(X >k
k=1 k=1

=> Y P(X =s5)

k=1 s=k

=Y ) P(X=5s)

s=1 k=1
n

=> 5 P(X =3s)
s=1

=Y s P(X=s) (#ks=0#IE> HES )
s=0

E[X]=E

= E[X] ...(x2)
B (x1) I (x2) 71H] -

n

P(Cy) =) P(Ay)
k=1 k=1

5. (x2) HEAEH Homework 4 1 Theoretical Exercises — Problem 4.5 Z#5R o
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Theoretical 7.18.
Suppose that X; and Xs are independent random variables having a common mean u. Suppose also

that Var(X;) = o? and Var(X2) = 05. The value of p is unknown, and it is proposed that p be
estimated by a weighted average of X; and Xo. That is, AX; + (1 — A\) X2 will be used as an estimate
of p for some appropriate value of A\. Which value of A yields the estimate having the lowest possible

variance? Explain why it is desirable to use this value of A.

Solution:

RESES 0= 2X1 + (1 - NXy» HHEEA Elal =+ (1 — Np = p (RMREFTE) ©
B X, B8 X, 83 0 H Cov(X1,Xo) =0 HEREHA :
Var(j1) = A2Var(X1) + (1 — A\)*Var(X»)
= X0t + (1=
ATHHE \ WESERHGEER/) > BMAE A\ M2 LRA 0!

l\)l\’)

d
- Var(ji) = 2007 4+ 2(1 — A\)(—=1)o3 =0

2X07 —2(1 — \)os =0
Ao? = (1 - \)o3

Aot = o3 — \o3
Mot +03) = 03
A= 7

2 2
oy + 03

FREEHA L Var(i) = 2(07 + 02) > 00 HEEDEAEIME -

fEALE X B > Beffia X, FIREER 2+ -0 4 X, IEER 2+ ;> BRI R EE > HEE

HA (BEHSRYMKL)

B9 BRY El] = po 8 Var(p) = E{(i — p)?} BAMETE o BI95ERZ (Mean Squared Error,
MSE) » HA i — p AfEEERE © FIt > s/ NEERHEENINER/IE MSE ©
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Theoretical 7.52.
Use Table 7.2 to determine the distribution of )" ; X; when Xj,..., X, are independent and identi-
cally distributed exponential random variables, each having mean 1/\.

Solution:

BH X; ~ Exp(\) (F¥9E 1/)) » EEIESEMEKE (MGF) 2 -

Sy oYX, o gt X, EARMITI 0 Y B MGF BHEME X, 89 MGF EAAERN « BA0TRH :
My (t) = ] Mx. (1)
i=1
- ()
Z& Table 7.2 » EFL2 Gamma(s = n, \) 2H MGF #23{ ©

R MGF B9ME— > BTFD © >0 | X; ~ Gamma(n, \)

Table 7.2  Continuous Probability Distribution.
Moment
generating
Probability density function, f(x) function, M) Mean Variance
! a<x<b el — gla a+ b (b — a)?
Uniform over (a, b) fx)=4b —a -
. (b — a) 2 12
0 otherwise
oy = A 1 1
Exponential with flx) = re x=0 Z —
0 x <0 A —t by 22
parameter L > 0
A —Ax A s—1
. he TOx) x=0 Ly s s
Gamma with parameters fx) = I'(s) — . v
(s,A),A > 0 0 x <0
. 1 () 252 o’ )
Normal with parameters fx) = —e f —00 < X <00 expipt + — n o
(IL,O'Z') V2o 2

Figure 1: Table 7.2
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